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Abstract

We are witnessing a significant shift in social media platforms;
we are transitioning from chronological social media feeds to
feeds that are driven by AI recommendation systems. While
the main goal of AI recommendation systems is to suggest
engaging content to users, there are also some associated risks:
AI recommendation systems can promote extreme content,
causing negative consequences like online polarization and
user radicalization. Overall, there is a pressing need to design
powerful techniques that allow us to audit AI recommendation
systems. Motivated by this, our work introduces ClipMind, a
scalable and generalizable framework using advanced AI mod-
els to audit these recommendation algorithms on short-format
video platforms like TikTok and YouTube Shorts. We demon-
strate the merits of our framework by collecting social media
feeds from TikTok. Our analysis shows that TikTok’s recom-
mendation algorithm increasingly recommends similar videos
when a user expresses interest in mainstream topics like Food
and Beauty Care. On the other hand, by investigating niche
interests (War and Mental Health), we find no evidence of
informational rabbit holes of extreme content on TikTok. Our
work contributes to efforts that leverage AI for social good,
as our framework can be used by several interested stakehold-
ers, including users, social media platforms, regulators, and
researchers, to understand and audit video-based algorithmic
recommendations.

1 Introduction
Over the past few years, social media platforms have under-
gone a substantial makeover across two crucial dimensions:
the format of content and the way of delivering content to
users. Regarding the format of content, in the past, most of
the content was either long (e.g., videos on YouTube) or non-
multimedia-related (e.g., textual posts on Twitter, Facebook,
etc.). Now, we are witnessing the rise of short-format videos
as one of the main types of content disseminated on platforms
like TikTok, YouTube, Facebook, and Instagram. Regarding
the way of delivering content to users, in the past, social me-
dia platforms were creating chronologically ordered social
media feeds based on users’ social connections. However,
nowadays, most platforms incorporate powerful AI recom-
mendation systems that aim to recommend videos and create

*Work done during an internship at the Max Planck Institute for
Informatics.

tailored and personalized social media feeds of short-format
videos based on users’ activities and interests (TikTok 2020).
Overall, we live in an era where powerful AI recommenda-
tion systems create endless social media feeds of short-format
videos.

AI recommendation systems on short-format video plat-
forms have to generate many recommendations in a short
period, mainly because of the format of content (i.e., videos
that last below a minute). At the same time, users have less
freedom to choose their recommendations, as the next video
is determined exclusively by the recommendation system
without users’ explicit input (this is in contrast to YouTube,
for example, as a user can select a recommended video out
of 10-20 recommendations). Due to the large number of rec-
ommendations over a short period of time and the seemingly
fewer explicit interactions by users, several concerns are
raised on how these AI recommendation systems can drive
users towards dangerous paths. Previous research work, jour-
nalistic investigations, and anecdotal evidence highlighted the
dangers of such AI recommendation systems on short-format
platforms like TikTok and YouTube Shorts. For instance, jour-
nalistic investigations from the Wall Street Journal (WSJ Staff
2021) demonstrate that TikTok’s recommendation algorithm
can drive users towards informational rabbit holes of extreme
content (e.g., many similar, potentially extreme videos like
depression videos within a short period). Another example is
from SkyNews (Burgess 2023), which demonstrates that both
YouTube Shorts and Instagram algorithms pushed misogy-
nistic content on “teens” profiles created specifically for this
investigation. Previous research work also highlighted the
dangers of AI recommendation systems in radicalizing and
polarizing online users (Ribeiro et al. 2020; Ledwich and
Zaitsev 2019; Papadamou et al. 2022, 2020; Hussein, Juneja,
and Mitra 2020). Overall, there is a pressing need to systemat-
ically audit these algorithms to assess their role and potential
negative effects on our society.

While previous efforts are paramount, they are limited for
various reasons. First, they focus on specific topics, including
misinformation content (Hussein, Juneja, and Mitra 2020; Pa-
padamou et al. 2022), political content (Ledwich and Zaitsev
2019; Ribeiro et al. 2020), or kids’ videos (Papadamou et al.
2020). Second, previous work heavily relies on manual anno-
tations to understand and analyze video content; hence, their



approaches do not scale well. These limitations highlight the
need for a generalizable and scalable framework to demystify
algorithmic recommendations and effectively illuminate their
potential negative effects.

Having this motivation in mind, this work presents Clip-
Mind, a scalable and generalizable framework for understand-
ing algorithmic recommendations on short-format video plat-
forms like TikTok and YouTube Shorts. We use state-of-the-
art (SOTA) AI models to audit AI recommendation systems
on short-format video platforms. Specifically, we use AI
models, including ImageBind (Girdhar et al. 2023), Video-
LLaMA (Zhang, Li, and Bing 2023), GPT-4 (OpenAI 2023),
and ADA-002 (Greene et al. 2022), to generate contextually
and semantically rich embeddings for short-format videos,
which allow us to assess the similarity of content. Then, by
applying temporal and graph analysis, we demonstrate how
to model sequences of videos that are recommended by AI
algorithms and how this methodology helps us audit AI rec-
ommendation systems. We demonstrate the applicability and
merits of ClipMind on a TikTok dataset. Specifically, we
collect diverse traces of video recommendations on TikTok,
including traces where users show interest in mainstream and
niche topics like Food, Beauty Care, Mental Health, and War.
By applying ClipMind to the collected traces, we find that: 1)
When a user shows interests in mainstream topics like Food
and Beauty Care, a significant percentage of recommenda-
tions within a sliding window are about the topic of interest
(between 60% and 80%). 2) When a user shows interest in
niche topics like War and Mental health, we do not find a
significant percentage of recommendations that are related
to these niche topics. In other words, we find no evidence of
informational rabbit holes of extreme content.

Contributions & Implications. Our paper makes a notable
contribution with important societal implications. We demon-
strate and make publicly available ClipMind,1 a powerful
framework for auditing algorithmic recommendations on
short-format video platforms. The developed framework has
important implications for various stakeholders, including
social media platforms, users, regulators, and researchers.
Social media platforms can leverage ClipMind to understand
how their recommendation algorithms behave on a large scale
and improve their algorithms. Users can leverage ClipMind
to analyze their own social media feeds, hence getting in-
formed about potential signs of informational rabbit holes
(i.e., many similar, potentially extreme videos within a short
period). Finally, ClipMind can be used by regulators and the
research community that aim to audit recommendation algo-
rithms and assess the platforms’ compliance with emerging
and important regulations like the Digital Services Act (Eu-
ropean Commission 2023). Overall, our work contributes to
efforts that leverage AI for social good by proposing a frame-
work that can help audit AI recommendation algorithms with
the goal of raising more awareness about their issues and
preventing the creation of fragmented societies because of
user radicalization online.

1Available at https://github.com/aygong/ClipMind

2 Background
Here, we overview SOTA AI models used in our framework.
ImageBind. ImageBind (Girdhar et al. 2023) is a novel ap-
proach able to bind data from six modalities: images/videos,
audio, texts, depth, thermal, and inertial measurement units.
It learns one joint embedding space by leveraging the binding
property of images/videos and aligning the embeddings of
other modalities to image/video embeddings. It attains SOTA
performance on various tasks across modalities. We use this
model to generate video and audio embeddings of dimensions
dvideo = daudio = 1024.
Video-LLaMA. Video-LLaMA (Zhang, Li, and Bing 2023)
is a multi-modal framework able to understand both visual
and auditory content in videos. It utilizes pre-trained visual
and auditory encoders to generate video and audio embed-
dings. To align the embeddings with the embedding space of
pre-trained large language models (LLMs), Video-LLaMA
was trained on massive image/video-caption pairs and fine-
tuned on visual-instruction datasets. Given its strong per-
formance in video understanding, we use Video-LLaMA,
which takes videos as inputs and generates responses based
on prompts.
GPT-4. GPT-4 (OpenAI 2023) is a multimodal model capa-
ble of accepting text and image inputs and producing text
outputs. It was trained on publicly available data and data
licensed from third-party providers, and then fine-tuned using
reinforcement learning from human feedback. GPT-4 outper-
forms prior LLMs and most SOTA systems on a suite of
NLP benchmarks. We use this model to process user-defined
metadata and generate keywords.
ADA-002. ADA-002 (Greene et al. 2022) is OpenAI’s new
embedding model capable of producing numerical represen-
tations of texts. It outperforms all OpenAI’s old embedding
models on tasks such as text similarity. We use this model
that generates text embeddings of dimensions dtext = 1536.

3 Related Work
Here, we overview work on auditing algorithmic recommen-
dation algorithms and analyzing social media feeds.
Auditing Recommendation Algorithms. Prominent social
media platforms have started using AI-powered recommen-
dation systems in their feeds to serve content to their end-
users (TikTok 2020; Meta 2019). However, this shift in de-
livering content brought about potentially problematic side
effects for the end-users across multiple social media plat-
forms. For example, these AI-powered recommendation sys-
tems may trap the users in a rabbit hole of sad content (WSJ
Staff 2021) or suggest extreme content to them (Ribeiro et al.
2020). Therefore, concerns about these AI-based recommen-
dation systems have increased over time, and legislators have
called for periodic audits on these AI-powered recommen-
dation systems to address the rising concerns. (Bandy 2021;
European Commission 2023). Motivated by this, previous
work has audited these recommendation systems to under-
stand better how they work and what factors contribute to
the content selection of user feeds. For example, a journal-
istic investigation by the Wall Street Journal showed that



the video-watching time is a strong signal that immensely
affects TikTok video recommendations (WSJ Staff 2021).
Also, researchers empirically studied different factors that af-
fect user feed personalization on TikTok (Boeker and Urman
2022). Klug et al. performed a mixed-method study on user
assumptions about the TikTok algorithm (Klug et al. 2021).
They found out that the time a TikTok video gets posted also
influences the recommendation system algorithm.
Analyzing Social Media Feeds. Researchers have been em-
ploying different methodologies to analyze social media con-
tent. One major technique is to analyze the content descrip-
tion, especially hashtags, to evaluate content similarity, how
user’s feed is shaped, or to detect if content is about a spe-
cific topic of interest (Boeker and Urman 2022; Klug et al.
2021; Pilař et al. 2021; Ling, Gummadi, and Zannettou 2023;
Weimann and Masri 2023; Shen et al. 2022). Another popular
methodology for analyzing social media content is to anno-
tate the posts by researchers or external annotators (Ali et al.
2023; Song et al. 2021; Jasser et al. 2023; Paudel et al. 2023;
Papadamou et al. 2022). Also, research recently proposed
methodologies for analyzing social media content by incorpo-
rating multi-modal features, such as visual, audio, and textual
content. For instance, a recent work introduces TikTec, which
is a multi-modal framework for detecting misinformation in
videos (Shang et al. 2021).

4 Data Collection
To validate and demonstrate the applicability of our frame-
work, we collect social media feeds (i.e., traces) from TikTok.
Each trace contains a sequence of videos recommended by
TikTok’s recommendation algorithm on the “For You” feed.
To collect the data, we use automated accounts (i.e., bots) that
scroll through the “For You” feed and collect video content
and associated metadata. Each automated account has a pre-
defined “bootstrapping” and “watching” configuration. The
former aims to bootstrap an account with some pre-defined in-
terests, while the latter determines which videos are watched
until the end by the bot (this is an important feature that
provides input to the recommendation algorithm (TikTok
2020)). We implemented our automated accounts using the
Playwright library (Microsoft 2024), and we ran our data
collection between November 2023 and January 2024 from
a US-based IP address. Overall, we collected five different
traces from TikTok: one random trace and four topic-specific
traces, using five separate automated accounts. We explain
the traces below.
Random Trace. We collect a Random trace that acts as a
baseline dataset. We use one account without any bootstrap-
ping that watches videos with a random viewing duration for
each video. In total, we collected the first 500 videos that
were recommended by TikTok’s algorithm.
Topic-Specific Traces. We aim to collect TikTok traces for
accounts with pre-defined topics of interest. We created four
separate accounts, each bootstrapped with one of the follow-
ing topics: 1) Food; 2) Beauty Care; 3) Mental Health; and
4) War/Military. We chose these four topics to cover a wide
span of TikTok content, including mainstream and potentially
problematic topics, (see Appendix A for the topic definitions).

Mainstream topics refer to subjects that are widely popular,
socially accepted, and commonly consumed by the general
public. The Food and Beauty Care traces were chosen as
they align with cultural trends and are officially featured on
TikTok’s Explore page. In contrast, potentially problematic
topics refer to subjects that may give rise to controversy,
ethical concerns, or societal issues. The Mental Health and
War/Military traces were selected based on recent research
concerns (Braghieri, Levy, and Makarin 2022; Pretorius, Mc-
Cashin, and Coyle 2022; Liaropoulos 2023; Badola 2023).
Such content can have profound ethical implications for end-
users. For instance, inappropriate recommendations related
to mental health might expose vulnerable users to harmful
or misleading content, while recommendations on war/mil-
itary could reinforce political and societal divisions. These
implications highlight potential risks associated with such
topics, ultimately influencing user perceptions and behaviors
in ways that could undermine trust, safety, and well-being.

For each topic, we first collect a set of 40 related hashtags
(see Appendix A for details about the hashtag collection).
Then, we bootstrapped each account with a different topic
by performing hashtag searches and watching videos. Specif-
ically, we selected five hashtags from the set of 40 related
hashtags and performed searches on TikTok, finding popular
videos including these hashtags. Then, each account watches
between ten to fifteen videos, including these hashtags, for
twice the duration of each video. After completing the boot-
strapping phase, each account visits the “For You” feed and
watches videos. In particular, if a video has a hashtag that ap-
pears in our set of 40 hashtags per topic, the account watches
the video for twice its duration; otherwise, it goes to the
next video immediately. This setup is based on the evidence
that social media algorithms prioritize longer engagement to
personalize recommendations (Shahbaznezhad, Dolan, and
Rashidirad 2021), ensuring that each account efficiently de-
velops a strong interest in the selected topic. We collect the
video content and metadata for each video that the automated
account encounters. Overall, we collected a total of 2000
videos, 500 videos for each automated account and topic.

5 ClipMind Framework
This section presents our framework for analyzing video se-
quences on short-format video platforms. Given a sequence
of videos, we use SOTA multimodal AI models to: 1) Gen-
erating Embeddings: Perform feature extraction and map
videos into a high-dimensional vector space (i.e., convert
videos into embeddings capturing their semantics); 2) As-
sessing Similarity: Assess the similarity of videos based on
their embeddings; and 3) Video Sequence Analysis: Ana-
lyze sequences of videos using temporal and graph analysis
techniques. Table 1 provides an overview of the used features
and SOTA AI models. Below, we explain each component.

5.1 Generating Embeddings
Videos on short-format video platforms consist of various
multimodal features, including video visual content, audio
content, and user-defined metadata (e.g., video hashtags). To
fully capture the semantics of short-format videos, we take



into account all available multimodal features and create five
high-level features corresponding to: 1) Video visual content;
2) Video audio content; 3) User-defined metadata; 4) LLM-
generated description; 5) LLM-generated keywords. The first
three features are readily available on short-format video
platforms, while the last two features leverage SOTA LLMs
to generate additional context about each video. The final
embedding for each video is the concatenation of individual
feature embeddings. Below, we describe how we generate
embeddings for each feature.

Video Visual and Audio Content Visual and auditory sig-
nals enter a user’s brain when viewing short-format videos.
The former incorporates information conveyed through con-
tinuous frames, and the latter sounds like music and dialogue.
For a given video x, we use ImageBind to represent its visual
and auditory signals numerically, i.e., obtain its video and
audio embeddings, denoted by ev,x and ea,x respectively:

ev,x = ImageBind(x) ∈ Rdvideo×1,

ea,x = ImageBind
(
AudioConverter(x)

)
∈ Rdaudio×1,

where AudioConverter is an MP4-to-MP3 converter.

LLM-Generated Description ClipMind considers both
video visual and audio content using ImageBind by generat-
ing separate embeddings for each modality. While these em-
beddings provide important semantic information, they lack
the general knowledge of audio-visual LLMs that combine vi-
sual and audio content and can interpret various video events.
Motivated by this, our framework uses Video-LLaMA to gen-
erate rich and contextual descriptions based on the video’s
visual and audio content. We use the prompt “Describe this
video” and generate descriptions for short-format videos. For
a given video x, we pass its description to ADA-002 and
obtain its description embedding, denoted by ed,x:

ed,x = ADA-002
(
Video-LLaMA(x)

)
∈ Rdtext×1.

User-Defined Metadata An important feature of short-
format videos on social media platforms is user-defined meta-
data like titles and/or hashtags associated with videos. This
information is usually defined by users (i.e., the uploader/cre-
ator of the video) and aims to summarize video content to
attract views from other users. Therefore, user-defined meta-
data provides important information that allows us to assess
the semantics of the video and assess the similarity between
videos (see Fig. 1 for examples). Our framework concate-
nates user-defined metadata, particularly the video’s title and
a set of hashtags, into a single document and then uses the
ADA-002 model to generate embeddings.

Although user-defined metadata provides crucial context,
some limitations must be addressed via preprocessing steps.
First, videos may contain meaningless hashtags unrelated to
their content. These hashtags are commonly used in many
videos to influence the platform’s algorithm; hence, we can
easily identify and remove them. Second, videos may lack
user-defined metadata. To overcome this limitation, we use
SOTA LLMs to generate metadata for videos that lack it.
Third, user-defined metadata are diverse in terms of language,

10x your PowerPoint presentations this semester with this trick A 

super simple PowerPoint tutorial to level up your design  ...

User-Defined Metadata

··· ··· ··· ··· ···

(a) This short-format video is about PowerPoint tutorials and the
user-defined metadata clearly describes its content.

#tom #jerry #tomandjerry #jerryandtom #animation #childhoodaanimation 

#carttoon #carrtoonnetwork #cartoonclips #cartoonclips2023 ...

User-Defined Metadata

#tom #jerry #tomandjerry #jerryandtom #animation #childhoodaanimation 

#carrtoon #carttoon #carrtoonnetwork #cartoonclips #cartoonclips2023 ...

User-Defined Metadata

··· ··· ··· ··· ···

··· ··· ··· ··· ···

(b) The text embeddings of the user-defined metadata of the two
short-format videos have a cosine similarity of 0.9971.

Figure 1: Examples of how user-defined metadata provides
important semantic information.

which might affect the performance of our approach. Al-
though ADA-002 and other SOTA embedding models are
multilingual, the text embeddings of metadata in the same
language tend to be closer. To overcome this, we translate
non-English metadata. We describe each step below.
Filtering Hashtags. To filter meaningless hashtags, we use a
semi-automatic approach. First, given a sequence of videos,
we find the occurrence frequency for each hashtag and man-
ually examine the top θ% in terms of their occurrences in
the sequence. Then, we create a set of meaningless hashtags
(not likely to contribute to capturing video semantics) and
preprocess the user-defined metadata, removing all hashtag
occurrences from this set.
Missing Metadata. For videos lacking user-defined meta-
data, we use GPT-4 to generate metadata based on LLM-
generated descriptions. We use the prompt:

I will provide you with the description of a {platform} video. I
want you to give a title to this video.
The description is {LLM-generated description}.
Your answer is:

Translation. We use Google Translate to translate the meta-
data into English for videos with non-English metadata.

Overall, for a given video x, we pass its preprocessed



Feature Generating or
Processing Model

Embedding
Model

Embedding
Notation

Embedding
Dimensions

Video visual content ImageBind ImageBind ev,x 1024
Video audio content ImageBind ImageBind ea,x 1024

LLM-generated description Video-LLaMA ADA-002 ed,x 1536
User-defined metadata GPT-4 ADA-002 em,x 1536

LLM-generated keywords GPT-4 ADA-002 ek,x 1536

Table 1: Overview of our features. We report the models for generating/processing features/embeddings, and the embeddings’
notation/dimensions. We use ImageBind, Video-LLaMA, GPT-4, and ADA-002 to represent a video with an embedding.

user-defined metadata to ADA-002 and obtain its metadata
embedding, denoted by em,x:

em,x = ADA-002
(
MetadataPreprocessor(x)

)
∈ Rdtext×1.

LLM-Generated Keywords Despite the potential of LLM-
generated descriptions and user-defined metadata, they have
inherent limitations due to how they are produced. First,
the descriptions are generated by Video-LLaMA, the perfor-
mance of which is strong but still inferior to that of humans.
In consequence, the generated descriptions may contain in-
accurate information. Moreover, since the generation is only
performed by Video-LLaMA, the sentence structure of such
descriptions may be similar, thus leading to close text embed-
dings for dissimilar videos. On the other hand, the metadata
is defined by users whose creativity is very diverse. Even for
the same video, different users may define various metadata,
thus leading to distant text embeddings for similar videos.

Inspired by latent semantic indexing, which uses concepts
for retrieval (Barde and Bainwad 2017), we instruct GPT-4
to generate keywords for videos from a given pool, denoted
by {keyword pool}. This constraint avoids inconsistent rep-
resentations of the same content. By standardizing keywords,
we ensure that identical content is represented consistently,
addressing inaccuracies and limitations in LLM-generated
descriptions while mitigating diversity in user-defined meta-
data. Based on descriptions generated by Video-LLaMA and
metadata defined by users, we adopt a prompt as follows:

I will give you the description, metadata, and auxiliaries of a
{platform} video. I will give you a pool of keywords:
{keyword pool}. I want you to select keywords related to the
video from this pool based on the description, metadata, and
auxiliaries. I want you to only reply with the keywords and
nothing else. Note that the metadata and auxiliaries may be
empty or may provide no additional information.
The description is {LLM-generated description}.
The metadata is {user-defined metdata}.
The auxiliaries are {auxiliaries}.
Your answer is:

where {auxiliaries} denote other (optional) types of metadata
that may also help generate keywords. The responses of GPT-
4 are considered as generated keywords. For a given video
x, we pass its keywords to ADA-002 and obtain its keyword
embedding, denoted by ek,x:

ek,x = ADA-002
(
KeywordGenerator(x)

)
∈ Rdtext×1.

Remark. For general analysis, the pool can be created using
official topics from social media platforms or trending ideas
identified by third-party analysis websites. Furthermore, this
pool can be further customized to suit specific use cases. For
example, it can be designed to intentionally include detailed
categories or topics within a specific domain, which enables
the detection and measurement of biases or the evaluation of
diversity in recommended content. By refining the keyword
pool, the finer keywords enable more precise similarity as-
sessment and deeper recommendation analysis. In addition,
the pool can be tailored to reflect users’ preferences, ensuring
that the generated keywords are constrained to their interests.
Correspondingly, our framework will place greater emphasis
on videos that align more closely with users’ interests. Such
a pool can potentially adapt our framework to various usages.

5.2 Assessing Video Similarity
In the previous section, we described the various features we
consider and how to extract an embedding for each feature.
At the end, a video can be represented as a single embedding
by concatenating all or a subset of the feature embeddings.
This embedding captures the semantics of the video and al-
lows us to assess similarity across videos. Here, having a
single embedding for each video, we aim to identify the best
combination of features and similarity threshold that will
help us label videos accurately and confidently as similar. We
perform sampling of pairs of videos, manual annotations to
construct a ground truth dataset of similar/dissimilar video
pairs, and then an evaluation to identify the best feature com-
bination and similarity threshold based on the ground truth
dataset. Recall that we introduced five features and their em-
beddings; let F denote the set of these features, i.e.,
F = {video visual content, video audio content,

LLM-generated description, user-defined metadata,
LLM-generated keywords}.

Let P(F) represent the set of all subsets of F . We consider
each set S ∈ P(F) \ ∅ as a combination of features. Given
an arbitrary combination, we fuse its features by normaliz-
ing their corresponding embeddings with the L2 norm and
concatenating the normalized embeddings. For instance, for
a given video x, if using the combination F , we have

eF,x =
ev,x

∥ev,x∥
⊕ ea,x

∥ea,x∥
⊕ ed,x

∥ed,x∥
⊕ ec,x

∥ec,x∥
⊕ ek,x

∥ek,x∥
∈ Rdvideo+daudio+3dtext (1)



where ⊕ represents the concatenation operator. Since there
are 31 combinations, we aim to find the best combination for
assessing video similarity. Note that each individual feature
is generated and/or processed using SOTA AI models, which
serve as baselines in our comparison.
Sampling. Given a sequence of videos, we first generate
the concatenated embedding based on the combination F
(i.e., all five features) and Equation (1). Then, we calculate
the cosine similarity for all video pairs in the sequence and
assume that such values are distributed in the interval [l, u].
To make sampled video pairs as balanced as possible, we
divide the interval [l, u] into A intervals of equal length and
uniformly sample B video pairs from each interval. After
this, we have a dataset that consists of AB video pairs.
Annotation. Two annotators independently annotate the
dataset. For each video pair, they are provided with two
videos along with their user-defined metadata. Using such
information, they are required to annotate whether the two
videos are similar or not. The information provided here is
similar to what users encounter when browsing videos on
social media platforms. After completing the annotations, a
quantitative assessment is conducted by calculating Cohen’s
Kappa coefficient. To resolve disagreements, the annotators
discuss and determine the final annotations.
Best Feature Combination/Similarity Threshold. Given
the annotated (groundtruth) dataset, we aim to identify the
best feature combination and similarity threshold for identify-
ing whether a pair of videos is similar or not. To do this, For
each combination S ∈ P(F) \ ∅, we generate concatenated
embeddings and calculate the cosine similarity for the AB
video pairs. For each combination, we further introduce a
threshold, denoted by ϵS , so that a video pair is considered to
be similar if the cosine similarity is greater than ϵS and dis-
similar otherwise. Let E = {0,∆, 2∆, . . . , 1} represent the
set of all possible values of ϵS , where ∆ ∈ (0, 1]. For each
ϵS ∈ E , we consider the annotations to be ground truth and
compute four metrics including accuracy, precision, recall,
and F1 score, denoted by AS(ϵS), PS(ϵS), RS(ϵS), FS(ϵS),
respectively. The optimal threshold ϵ∗S is further defined by
ϵ∗S = argmaxϵS∈E FS(ϵS).

5.3 Video Sequence Analysis
Thus far, we described how ClipMind generates embeddings
for short-format videos and assesses the semantic similar-
ity between videos. Here, we will describe how we analyze
entire video sequences on short-format video platforms to
demystify video recommendations and whether recommenda-
tion algorithms on short-format video platforms drive users
toward information rabbit holes.

Let X represent a sequence of videos an AI algorithm rec-
ommends on a short-format video platform. The sequence
of videos in this set can be written as (xn)n∈{1,2,...,|X |},
where xn is the n-th video. For each xn ∈ X , we pre-
pare its features in the best combination S∗ and the cor-
responding embeddings as introduced in Section 5.1. Then,
we fuse its features by generating its concatenated embed-
ding eS∗,xn

. Given the optimal threshold ϵ∗S∗ , we are ready
to conduct similarity analysis with the aim of identifying

xm+6··· ···xm xm+1 xm+2 xm+3 xm+4 xm+5

xm··· ···xm+1 xm+2 xm+3 xm+4 xm+5 xm+6

Window wm,6

Window wm+1,6

Figure 2: An example of a sliding window with L = 6.

similar video pairs and understanding how the system’s rec-
ommendations change over time. To analyze sequences of
videos, we perform a sliding window analysis. We consider
that a window with a length of L ≥ 2 contains L consecutive
videos. Let the sequence wm,L = (xm, xm+1, . . . , xm+L−1)
be the window in which the first video is the m-th video in
(xn)n∈{1,2,...,|X |}, where m ∈ {1, 2, . . . , |X | − L+ 1}. An
example for L = 6 is presented in Fig. 2. Note that a window
with L = 2 contains two consecutive videos, while a window
with L = |X | contains all videos in a sequence.

We represent all videos as an undirected graph for each
window wm,L, where nodes are videos that are connected
together if they are similar. Specifically, for each i, j ∈
{m,m+ 1, . . . ,m+ L− 1} and i ̸= j, we assume there is
an edge linking videos xi and xj if their cosine similarity
is greater than ϵS . Then, we extract all connected compo-
nents, for each sliding window. A connected component is
defined as a subgraph where a path exists between every
pair of videos, and no edges connect to videos outside the
subgraph. Based on this definition, we assume that videos
within a connected component are similar. The main idea
is that each sliding window’s graph will consist of one or
more connected components, each representing videos with
a different topic. By analyzing these connected components,
we can understand the kind of videos recommended by the
short-format video platform. Let C = (V, E) represent a
connected component, where V is a set of similar videos and
E is a set of edges. The order of a connected component is
defined as |V| (i.e., the number of nodes in the connected
component). Assuming multiple connected components exist
within a sliding window, we denote them as C1, C2, C3, . . .
to represent distinct components.

To understand and analyze the different connected compo-
nents within each sliding window, we use the LLM-generated
keywords for each video (see Section 5.1). For a connected
component C, we consider the keywords of its videos as a col-
lection and count the frequencies of all keywords. We define
component keywords as those whose frequencies are equal to
|V|, i.e., those possessed by each video in the component. An
example for L = 6 is shown in Fig. 3. This approach is en-
abled by the standardized LLM-generated keywords, which
offer consistent representations of identical content.

Taken together, using AI models to generate video em-
beddings, cosine similarity to assess the similarity of videos,
sliding windows, and graph analysis, ClipMind allows us
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Figure 3: Example of connected components and their key-
words (L = 6). There are two connected components C1 and
C2. The component keyword of C1 is “Food”, while those of
C2 are “Beauty Care” and “Daily Life”.

to analyze algorithmic video recommendations over time.
We aim to analyze whether specific sliding windows have
very large connected components, which would indicate that
recommendation systems in short-format video platforms
recommend many videos with similar topics. This can assist
us in demystifying algorithmic recommendations and shed
light on the existence of the phenomenon of informational
rabbit holes in short-format video platforms.

6 Experiments
Here we present our analysis and results after running Clip-
Mind on the collected TikTok video traces. All experiments
were run on an Intel Xeon CPU and an NVIDIA A100 GPU.

6.1 Experimental Setup for TikTok
Generating Embeddings For videos in our traces, we pre-
pare their features and the embeddings as reported in Sec-
tion 5.1. We use the following preprocessing and prompts.

Filtering user-defined metadata. For every collected trace,
we report the frequencies of the top 1% hashtags and the pool
of meaningless ones in Appendix B.

Prompts for generating user-defined metadata and gener-
ating keywords. We set the parameters as follows:

{platform} = TikTok
{auxiliaries} = channel tags
{keyword pool} = Singing and Dancing, Comedy, Sports,
Anime and Comics, Relationship, Shows, Lipsync, Daily Life,
Beauty Care, Games, Society, Outfit, Cars, Food, Animals,
Family, Drama, Fitness and Health, Education, Technology

and instantiate the prompts. Here, without loss of generality,
we set the value of {keyword pool} with 20 official topics on
the TikTok Explore page (TikTok 2024). This setup ensures a
representative selection of widely recognized topics, provid-
ing a robust foundation for video similarity assessment and
video sequence analysis. Moreover, channel tags used here
are another type of metadata specific to short-format videos
on TikTok. As about 50% of collected videos lack such infor-
mation, we only use it as an auxiliary for generating keywords

instead of as a feature. Examples of generating user-defined
metadata and keywords are shown in Appendixes C and D.

Assessing Video Similarity We calculate the cosine sim-
ilarity for all video pairs in the Random trace and present
the cumulative distribution function (CDF) of these values
in Appendix E, where [l, u] = [0.4, 0.9]. Setting A = 5 and
B = 100, we obtain a dataset that consists of 500 video pairs.
After completing the annotations, a quantitative assessment
reveals that the two annotators agreed on 94% of the anno-
tations with Cohen’s Kappa coefficient of 0.80, indicating
a substantial agreement. After a discussion between the an-
notators to resolve disagreements, the final dataset has 101
similar video pairs and 399 dissimilar ones. Further, we set
∆ = 10−4 and report ϵ∗S , AS(ϵ

∗
S), PS(ϵ

∗
S), RS(ϵ

∗
S), FS(ϵ

∗
S)

for all S ∈ P(F) \ ∅ in Table 2. We find that the best feature
combination with the smallest dimensionality is the one that
uses visual video content, user-defined metadata, and LLM-
generated keywords. The optimal threshold is 0.7921, and
our framework has a performance of 0.9580, 0.9255, 0.8614,
and 0.8923 in terms of accuracy, precision, recall, and F1

score, respectively.

Video Sequence Analysis To analyze sequences of videos,
we use sliding windows of length 10 and 20 (i.e., set L = 10
and 20).

6.2 Results
Here, we present and analyze results on the TikTok traces
(see Section 4). Fig. 4a–4e show the values of |V|max/L for
each window index m, where |V|max represents the order of
the largest connected component (LCC) in a given window
and L the size of the sliding window. The CDF of these values
is shown in Fig. 5. To visualize the content of the LLCs in a
trace, we define window keywords as component keywords
belonging to the LLC in a given window. For each trace, we
count the frequencies of all window keywords and focus on
the top-6 frequent ones. Then, we show their occurrences
in each window m when L = 10 in Fig. 4g–4j. Below, we
analyze the results on the random trace, which serves as our
baseline. Then, we delve into the results of the four topic-
specific traces. For these traces, we further provide detailed
information about the connected components in the randomly
sampled windows in Appendix F.
Random trace. As shown in Fig. 4a and 5, for L = 10 and
20, |V|max/L ≥ 0.5 holds for 2% and 1% of windows. The
averages of the values of |V|max/L are 0.19 and 0.20, which
is expected given that the automated account used for data
collection followed a random watching configuration and
there is likely little user personalization. Such results will
serve as our baseline for further comparison.
Food trace. As shown in Fig. 4b and 5, for L = 10 and 20,
|V|max/L ≥ 0.5 holds for 36% and 56% of windows. The
averages of the values of |V|max/L are 0.41 and 0.53. This
means that, on average, between 41% and 53% of the videos
within a window are part of a large connected component
(i.e., they are similar). Compared with the Random trace,
much more similar videos are recommended in the Food
trace. Moreover, it is shown from Fig. 4g that the keyword



S ϵ∗S AS(ϵ
∗
S) PS(ϵ

∗
S) RS(ϵ

∗
S) FS(ϵ

∗
S)

{visual content, user-defined metadata, keywords} 0.7921 0.9580 0.9255 0.8614 0.8923
{audio content, visual content, description, user-defined metadata, keywords} 0.8022 0.9580 0.9255 0.8614 0.8923

{audio content, visual content, description, user-defined metadata} 0.7465 0.9500 0.8519 0.9109 0.8804
{audio content, visual content, user-defined metadata, keywords} 0.7573 0.9500 0.8519 0.9109 0.8804

{visual content, description, user-defined metadata} 0.7739 0.9520 0.9231 0.8317 0.8750
{visual content, description, user-defined metadata, keywords} 0.8133 0.9520 0.9231 0.8317 0.8750

{visual content, description} 0.7725 0.9460 0.8558 0.8812 0.8683
{visual content, description, keywords} 0.8145 0.9460 0.8558 0.8812 0.8683

{audio content, visual content, user-defined metadata} 0.7129 0.9420 0.8462 0.8713 0.8585
{visual content, user-defined metadata} 0.7291 0.9460 0.9205 0.8020 0.8571

{visual content, keywords} 0.7893 0.9400 0.8257 0.8911 0.8571
{audio content, visual content, description, keywords} 0.7836 0.9380 0.8365 0.8614 0.8488

{visual content} 0.6950 0.9380 0.8571 0.8317 0.8442
{description, user-defined metadata, keywords} 0.8408 0.9380 0.8571 0.8317 0.8442

{description, user-defined metadata} 0.8092 0.9360 0.8632 0.8119 0.8367
{audio content, visual content, keywords} 0.7652 0.9320 0.8384 0.8218 0.8300
{audio content, visual content, description} 0.7412 0.9260 0.7909 0.8614 0.8246

{user-defined metadata, keywords} 0.8454 0.9280 0.9012 0.7228 0.8022
{user-defined metadata} 0.7596 0.9280 0.9114 0.7129 0.8000

{audio content, visual content} 0.6521 0.9020 0.7000 0.9010 0.7879
{audio content, description, user-defined metadata, keywords} 0.8081 0.8940 0.7034 0.8218 0.7580

{description, keywords} 0.8825 0.8840 0.6807 0.8020 0.7364
{audio content, user-defined metadata, keywords} 0.7741 0.8640 0.6138 0.8812 0.7236
{audio content, description, user-defined metadata} 0.7501 0.8580 0.5987 0.9010 0.7194

{description} 0.8626 0.8660 0.6574 0.7030 0.6794
{audio content, user-defined metadata} 0.7001 0.8380 0.5676 0.8317 0.6747
{audio content, description, keywords} 0.7810 0.8280 0.5460 0.8812 0.6742

{audio content, keywords} 0.7364 0.8040 0.5085 0.8911 0.6475
{keywords} 0.9222 0.8620 0.6702 0.6238 0.6462

{audio content, description} 0.7176 0.8020 0.5057 0.8713 0.6400
{audio content} 0.5500 0.7740 0.4691 0.9010 0.6169

Table 2: The optimal thresholds and the corresponding four metrics of all the 31 combinations. For ease of readability, we
abbreviate “video visual content” as “visual content”, “video audio content” as “audio content”, “LLM-generated description” as
“description”, and “LLM-generated keywords” as “keywords” in this table.
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(a) Random trace.
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(b) Food trace.
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(c) Beauty Care trace.

0 100 200 300 400 500
Window index m

0.0
0.2
0.4
0.6
0.8
1.0

Va
lu

es
 o

f |
| m

ax
/L L = 10

L = 20

(d) Mental Health trace.
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(e) War/Military trace.
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Figure 4: The values of |V|max/L for each window m when L = 10, 20 and the keyword occurrences in each m when L = 10.
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Figure 5: CDF of the values of |V|max/L for the five traces.

“Food” occurs in 29% of windows. This indicates that, under
the effect of the bootstrapping and recommendation system
on TikTok, many food-related videos were continuously rec-
ommended. Then, among such windows, we randomly sam-
ple one and visualize it in Fig. 6. As shown in the figure, the
window w17,10 has one connected component C, and its com-
ponent keyword is “Food”. Here, our framework accurately
detects similar videos, such as preparing food and beverages.
Beauty Care trace. As shown in Fig. 4c and 5, for L = 10
and 20, |V|max/L ≥ 0.5 holds for 34% and 53% of win-
dows. The averages of the values of |V|max/L are 0.37 and
0.47. Moreover, it is shown from Fig. 4h that the keyword
“Beauty Care” occurs in 37% of windows. We further conduct
a case study. As shown in Fig. 7, the window w163,10 has one
connected component C, and its component keywords are
“Beauty Care” and “Daily Life”. Our framework accurately
detects similar videos like shaving and makeup.
Mental Health trace. As shown in Fig. 4d and 5, for L = 10
and 20, |V|max/L ≥ 0.5 holds for 3% and 4% of windows.
The averages of the values of |V|max/L are 0.20 and 0.23.
Such results are comparable with those in the Random trace.
This phenomenon can be attributed to two possible reasons.
First, mental health is a niche topic, i.e., the number of videos
related to it is much fewer than that of food and beauty care.
Second, the system is sensitive to extreme content, and only
a few videos are recommended, even if users show interest.
It is shown from Fig. 4i that the keyword “Society” occurs in
14% of windows. Similar to before, we conduct a case study.
As shown in Fig. 8, the window w70,10 has two connected
components C1 and C2, and their component keywords are
“Drama”, “Society” and “Society”, “Education”. Here, our
framework accurately detects similar videos related to both
negative social events and mental health self-assessments.
War/Military trace. As shown in Fig. 4e and 5, for L = 10
and 20, |V|max/L ≥ 0.5 holds for 2% and 1% of windows.
The averages of the values of |V|max/L are 0.19 and 0.20.
Such results confirm the characteristic of extreme content
and how the system deals with it again. It is shown from
Fig. 4j that the keyword “Society” occurs in 24% of windows.
Similarly, we conduct a case study. As shown in Fig. 9, the
window w54,10 has one connected component C, and its
component keywords are “Society” and “Daily Life”. Our
framework accurately detects similar videos about soldiers
standing on duty in this case.

Also, we introduce a metric to evaluate how effectively rec-

ommendation systems balance the promotion of mainstream
topics against the suppression of potentially problematic top-
ics. Specifically, we define the balance measurement β as the
ratio of the average values of |Vmax|/L between two arbitrary
traces. When comparing a topic-specific trace to the Random
trace, a higher β value signifies stronger promotion of the
topic, whereas a lower β value indicates greater suppression.
The pairwise balance measurements for all considered traces
are summarized in Table 3. Notably, we observe that, under
identical bootstrapping configurations, the recommendation
algorithm promotes topics such as Food and Beauty Care
with β ≈ 2, while suppressing topics like Mental Health and
War/Military with β ≈ 1. Moreover, both Food and Beauty
Care have similar β values, indicating a comparable degree
of promotion across these topics, whereas Mental Health and
War/Military exhibit consistently lower β values, reflecting
similar levels of suppression. This metric can help evaluate
the implicit biases in recommendation algorithms, assisting
in developing more balanced recommendation systems.
Discussions. Our results show that when an account is boot-
strapped with mainstream topics like Food and Beauty Care,
the recommendation algorithm recommends many similar
videos. On the other hand, when an account shows interest
in niche and potentially harmful topics like Mental Health
and War/Military content, the algorithm only recommends
to a few windows many videos that are similar. Our TikTok
evaluation shows no evidence of the algorithm driving people
towards informational rabbit holes of extreme content. On
the other hand, for mainstream topics, the algorithm recom-
mends many similar videos with substantially less diversity
of content compared to the other traces. Such results show
that ClipMind can empower researchers to conduct unbiased
audits and produce insights into recommendation algorithms
that are employed by popular social media platforms like
TikTok, YouTube, and Instagram. Moreover, regulators can
leverage our framework to assess the compliance of social
media platforms with current regulations like the Digital
Service Act (European Commission 2023), which empha-
sizes the need to conduct audits to assess potential harm
that may arise from the use of recommendation algorithms.
In addition, social media platforms can employ our frame-
work to improve their recommendation systems. First, they
can address inter-topic biases by analyzing video sequences
across various topics to uncover discrepancies in algorithmic
behavior. Second, they can mitigate intra-topic biases by eval-
uating component keywords across sliding windows within a
video sequence. Third, they can adjust platform-user interac-
tions by quantifying the influence of engagement patterns on
generated recommendations. For example, this can involve
examining the relationship between hashtag pool configura-
tions and the proposed metrics. Finally, end-users can obtain
a copy of their personal data from platforms like TikTok
(e.g., following the method from Zannettou et al. (2024)) and
apply our framework to understand how their content is cu-
rated and recommended. Specifically, end-users can control
their engagement or adapt to their preferences by modifying
the hashtag pools or the keyword pools: the former enables
them to showcase different interests during data collection,
while the latter adjusts topic granularity during similarity
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Figure 6: The visualization for the window w17,10 in the Food trace.
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Figure 7: The visualization for the window w163,10 in the Beauty Care trace.
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Figure 8: The visualization for the window w70,10 in the Mental Health trace.

assessment. They can further visualize generated recommen-
dations, as shown in Figs. 6 to 9, to validate the alignment be-
tween their interests and platforms’ recommendations. Such
insights are paramount, as they will allow end-users to assess
the extent of personalization and help them in adjusting their
personalization settings and user experience.

7 Conclusion
This paper presented ClipMind, a framework for auditing
AI-powered recommendation systems on short-format video
platforms. ClipMind is highly scalable because it eliminates
the need for manual annotations to analyze video content.
It leverages SOTA AI models to generate embeddings for
short-format videos, requiring only a few seconds to produce
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Figure 9: The visualization for the window w54,10 in the War/Military trace.

Trace 1
Trace 2 Random Food Beauty Care Mental Health War/Military

Random − 0.4629 0.5030 0.9183 0.9943

Food 2.1602 − 1.0865 1.9836 2.1478

Beauty Care 1.9881 0.9204 − 1.8256 1.9768

Mental Health 1.0890 0.5041 0.5478 − 1.0828

War/Military 1.0058 0.4656 0.5059 0.9235 −

Table 3: The pairwise balance measurements for all considered traces, where each value represents the ratio of trace 1 to trace 2.

all necessary embeddings for a single video. Additionally, it
incorporates an automated system with temporal and graph
analysis to understand video recommendations. While Clip-
Mind partially relies on closed-source AI models chosen for
their superior performance (as of January 2024), it stands
to grow more cost-effective and powerful with ongoing AI
developments. ClipMind is also highly generalizable as it is
capable of adapting to other short-format video platforms
through simple parameter adjustments. Moreover, it can be
customized for diverse applications by tailoring the keyword
pool or integrating fine-tuned AI models to align with spe-
cific user preferences. Its modular design further ensures
smooth integration with evolving AI technologies, making it
well-suited for future enhancements. We demonstrated the ap-
plicability of ClipMind on TikTok, finding little evidence of
the algorithm steering users towards information rabbit holes
of extreme content. We believe ClipMind can contribute to ef-
forts to use AI for social good. We argue that our framework
can be used by the research community, regulators, social
media platforms, and users to understand and audit algorith-
mic video recommendations on short-format video platforms
like TikTok, YouTube Shorts, and Instagram Reels.

Limitations and Future Work. Naturally, our work has
some limitations. First, we demonstrated the applicability
of our framework only on TikTok. However, we anticipate
that our framework is widely applicable to all platforms,
assuming that the content can be modeled as a sequence of
video recommendations. As part of our future work, we plan
to expand our research on other short-format video platforms
like YouTube Shorts and Instagram Reels. This is mainly
because of the use of powerful, generalizable, and SOTA
multimodal AI models that are able to capture the semantics
of video content. Second, our analysis focuses on a small

number of topics. In our future work, we plan to investigate
the prevalence of information rabbit holes on a larger set
of topics, such as political content and entertainment. Also,
our analysis focuses only on a single snapshot of the TikTok
algorithm. Future work is needed to conduct longitudinal
audits of recommendations online, as these algorithms are
dynamic and evolve over time. Third, our analysis did not
account for the measurement of biases or the evaluation of
diversity in recommended content. In our future work, we
plan to customize the keyword pool by incorporating detailed
categories and topics within a specific domain. For example,
analyzing various cuisines and culinary traditions in the Food
domain. Finally, we acknowledge that ClipMind partially
relies on closed-source AI models, incurring a cost of $30 to
analyze all the traces in this paper. Such models might not be
an option (e.g., due to the cost). In our future work, we plan
to develop OpenClipMind, a variant of our framework that
will exclusively rely on open-source AI models.

Ethics Statement
Our work relies solely on publicly available datasets obtained
from the TikTok platform. We do not anticipate any potential
harm arising from our work. At the same time, we believe
that our work has a broader impact and can benefit our so-
ciety in multiple ways. First, our framework can assist re-
searchers and regulators in auditing algorithmic recommenda-
tions online. Such audits can pressure social media operators
to improve their algorithms to ensure that their algorithms
and services have no adverse effects on people. Second, our
framework can be used by end-users to analyze and under-
stand their social media feeds. In particular, users can obtain
their social media activity by requesting their data from the
platform and then using our framework to analyze what kind



of videos are recommended online. This can assist the users
in identifying signs of potentially harmful recommendations.
Overall, we believe that our work’s benefits outweigh any
potential harm that may arise from this work (the authors do
not foresee any potential harm).
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A Topic-Specific Traces Hashtags
This section contains the definitions of the four topics and details on
how the hashtag pool of each topic-specific trace was constructed.
Table 4 contains the hashtag pool of each trace. In each pool, the
hashtags that were used for the “bootstrapping” phase are written in
the boldface.

A.1 Topic Definitions
The definitions of the four topics are presented as follows:

• The Food trace involves content related to cooking, dining,
and culinary culture, including meal preparation, food reviews,
recipes, and festive or cultural food traditions.

• The Beauty Care trace focuses on personal grooming, makeup,
skincare, haircare, and nail art, emphasizing beauty trends, tech-
niques, products, and self-care routines to enhance personal
aesthetics.

• The Mental Health trace includes emotional well-being, mental
health challenges, and coping strategies, highlighting topics such
as anxiety, depression, trauma, and the importance of awareness,
support, therapy.

• The War/Military trace covers content related to armed conflicts,
military and police forces, and defense, emphasizing histori-
cal wars, modern warfare, military personnel, and geopolitical
dynamics.

These definitions were based on either the types of content mainly
featured in TikTok’s Explore page or the key aspects informed by
recent research concerns.

A.2 Food and Beauty Care traces
For each of the Food and Beauty Care traces, we create the hash-
tag pool by collecting 40 most-trending hashtags of that specific
topic in the USA over the last 120 days timeframe. We consider
these hashtags because they reflect current user engagement trends
and audience interests, providing the latest relevant representation
of popular content within that topic. These trending hashtags, as
measured by TikTok, are available on https://ads.tiktok.com/b
usiness/creativecenter/inspiration/popular/hashtag/. We col-
lected these trending hashtags in January 2024. Next, we choose
the 5 most-trending hashtags among the hashtag pool to use in the
“bootstrapping” phase.

A.3 Mental Health and War/Military traces
For each of the Mental Health and War/Military traces, we first
choose 5 common hashtags related to that specific topic and use
them to initialize a hashtag pool, which are written in boldface
in Table 4. We determine these 5 common hashtags by beginning
with the hashtags representing the definition of the topic itself, such
as #mentalhealth and #war, because they are foundational to the
topic and are likely to co-exist with other related hashtags during
subsequent search-and-expansion procedure. Then, we search the
related hashtags of each existing hashtag in the pool and expand
the pool by adding such related hashtags. To search the related
hashtags of a specific hashtag, we scrape its corresponding webpage
on https://ads.tiktok.com/. For instance, the webpage of #burger is
https://ads.tiktok.com/business/creativecenter/hashtag/burger and
its related hashtags can be found in “Recommended for you”. This
approach provides a data-driven way to identify algorithmically
related hashtags, ensuring relevance and alignment with current
TikTok trends. We iterate this procedure four times and, in the
end, we manually refine the pool and keep 40 collected hashtags.
We collected the hashtags in January 2024. Next, we choose the 5
common hashtags to use in the “bootstrapping” phase.

B Filtering Hashtags
For the five traces, the frequencies of the top 1% hashtags are
shown in Fig. 10. For the five traces, we further report the pools of
meaningless hashtags in Table 5.

C Examples of Generating Metadata
Two examples of generating metadata are shown in Fig. 12.

D Examples of Generating Keywords
Two examples of generating keywords are shown in Fig. 13.

E Video Similarity
The CDF of the cosine similarity of all video pairs in the Random
trace is shown in Fig. 11.

F Connected Components
Detailed information about the connected components in the ran-
domly sampled windows for the four topic-specific traces is pro-
vided below.
Food trace. As shown in Fig. 6, the window w17,10 has one con-
nected component C1 = (V1, E1) where

V1 = {x19, x20, x21, x23, x24, x25},
E1 = {(x19, x21), (x19, x23), (x20, x23),

(x20, x25), (x21, x23), (x21, x24), (x23, x25)}.

The component keyword of C1 is “Food”.
Beauty Care trace. As shown in Fig. 7, the window w163,10 has
one connected component C1 = (V1, E1) where

V1 = {x164, x165, x166, x168, x169, x172},
E1 = {(x164, x165), (x164, x166), (x164, x169),

(x165, x166), (x165, x168), (x165, x172),

(x166, x168), (x166, x172), (x168, x172)}.

The component keywords of C1 are “Beauty Care” and “Daily
Life”.
Mental Health trace. As shown in Fig. 8, the window w70,10 has
two connected components C1 = (V1, E1) and C2 = (V2, E2)
where

V1 = {x72, x73, x77, x79},
E1 = {(x72, x73), (x72, x77), (x72, x79), (x73, x77)},
V2 = {x74, x76}, E2 = {(x74, x76)}.

The component keywords of C1 are “Society” and “Drama”, while
those of C2 are “Society” and “Education”.
War/Military trace. As shown in Fig. 9, the window w54,10 has
one connected component C1 = (V1, E1) where

V1 = {x57, x58}, E = {(x57, x58)}.

The component keywords of C1 are “Society” and “Daily Life”.



Topic-Specific Trace Hashtag Pool

Food

#chef, #foodreview, #restaurant, #orderpacking, #mealprep, #candyboxsubscription,
#welovecandy, #thanksgivingvibes, #sushi, #healthyfood, #netherlands, #tastetest,

#thanksgivingdinner, #homecooking, #drinking, #ramen, #drpepper, #tiktokmademebuylt,
#coffeetok, #thanksgiving2023, #canadia, #chipotle, #baker, #whiskey,

#groceryhaul, #birthdaycake, #recipesoftiktok, #rollerskates, #coffeetime, #sydneyaustralia,
#hotchocolate, #coffeelover, #keithlee, #tamales, #gingerbreadhouse, #koreanfood,

#streetfood, #foodietiktok, #snackreview, #rollerskater

Beauty Care

#lashes, #barber, #nailart, #nailtech, #sephora, #lashextensions,
#nailinspo, #mua, #haircare, #perfume, #acrylicnails, #knotlessbraids,

#nailsartvideos, #fragrance, #pressonnails, #glitter, #lipgloss, #lashtech,
#perfumetiktok, #christmasnails, #beginnernailtech, #wiginfluencer, #barberlife, #ulta,

#lipstick, #hairextensions, #silkpress, #fragrancetiktok, #protectivestyles, #gelnails,
#nailtutorial, #drunkelephant, #facial, #cleangirl, #selfcareroutine, #braidstyles,

#blowout, #glowrecipe, #sephorahaul, #naturalhairstyles,

Mental Health

#mentalhealth, #cry, #anxiety, #mentalhealthmatters, #mentalhealthillness, #depressed,
#believe, #adhd, #addiction, #stress, #consciousness, #anxietyrelief,

#heart, #ocd, #die, #think, #hurt, #heartbroken,
#sadquotes, #awakening, #ptsd, #stressrelief, #sadedits, #trauma,

#mentalhealthawareness, #anxietydisorder, #sadtok, #sadtiktok, #grief, #grieftok,
#griefandloss, #griefjourney, #chidloss, #babyloss, #depressionanxiety, #grievingmom,

#therapy, #therapist, #painhub, #crying,

War/Military

#war, #ww1, #ww2, #military, #soldier, #putin,
#recon, #f22, #russie, #russia, #nato, #zelensky,

#usaf, #moscow, #fighterjet, #marines, #soldiers, #usairforce,
#usmilitary, #ussoldier, #armyedit, #marinedrillinstructor, #airforce, #f35,

#f16, #spaceforce, #militarygf, #marinedrill, #usarmy, #ww3,
#infantry, #specialforces, #navy, #ucrania, #militarytiktok, #ukraine,

#ukrainewar, #militarywife, #troops, #army,

Table 4: Sets of hashtags that were used to collect topic-specific traces. The hashtags in bold were used for the “bootstrapping”
phase.

Trace Hashtag Pool
Random #foryoupage, #trending, #foryou, #tiktok, #capcut, #viral, #fypツ, #fyp, #fy

Food #foryoupage, #viralvideo, #foryou, #tiktok, #viral, #fypツ, #fyp
Beauty Care #foryourpage, #foryoupage, #fypヅviral, #viralvideo, #trending, #foryou, #viral, #fypツ, #fyp

Mental Health #foryoupage, #viralvideo, #trending, #foryou, #tiktok, #viral, #fypツ, #fyp, #fy
War/Military #foryourpage, #foryoupage, #viralvideo, #fypヅviral, #trending, #foryou, #tiktok, #viral, #fypツ, #fyp, #fy

Table 5: The pools of meaningless hashtags for the five traces.
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(a) Random trace.
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(b) Food trace.
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(c) Beauty Care trace.
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(d) Mental Health trace.
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(e) War/Military trace.

Figure 10: The frequencies of top 1% hashtags for the five traces.
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Figure 11: The CDF of the cosine similarity of all video pairs
in the Random trace.

ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ

Metadata Generation

I will provide you with the description of a TikTok video. I want you to give a title to this video.
The description is “In this video, we see a person creating a mask out of a transparent 
material. The camera focuses on the artist's hands as they work on the mask, using different 
tools and materials. The dense captions describe the different objects and people present in 
the scene, including a baseball bat and a mason jar, and we can see the person wearing a 
white shirt and red shorts. We also see the finished product, a plastic mask, and the person's 
hands as they hold it. Overall, the video showcases the creative process involved in making 
a custom-made mask out of a transparent material.”.
Your answer is:

Prompt

DIY Transparent Mask Creation Process: From Start to Finish
GPT-4

(a)

ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ

Metadata Generation

I will provide you with the description of a TikTok video. I want you to give a title to this video.
The description is “In this video, I see a man standing in front of a computer monitor. He is 
wearing a gray suit with a red and white tie. The man has a computer on his table and is 
holding a black phone. The screen shows a black box with white numbers inside it. The man 
is looking at the screen and seems to be concentrating. Next, I see the same man with a 
black background and a white and red number on the wall. The man looks to be in a kitchen, 
and there is a clock and a white cup on the table. Then, the video shows the man again, 
standing in front of a computer screen. The screen shows the same black box with white 
numbers inside it. The man is holding a black phone again, and the background is black. 
Finally, the video shows the man with a black background and a white and red number on 
the wall. The man is holding a black phone, and the clock on the wall shows 12:00. There is 
a white and black cup on the table, and a sign on the wall that says, "Z900900." Overall, the 
man seems to be concentrating on the computer screen and then on the phone. The 
surroundings change slightly each time, but the man remains in the same spot.”.
Your answer is:

Prompt

Decoding Numbers: A Concentrated Effort
GPT-4

(b)

Figure 12: Examples of generating user-defined metadata
using GPT-4 and LLM-generated descriptions.

ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ

Keyword Generation

I will give you the description, metadata, and channel tags of a TikTok video. I will give you a 
pool of keywords: Singing and Dancing, Comedy, Sports, Anime and Comics, Relationship, 
Shows, Lipsync, Daily Life, Beauty Care, Games, Society, Outfit, Cars, Food, Animals, 
Family, Drama, Fitness and Health, Education, Technology. I want you to select keywords 
related to the video from this pool based on the description, metadata, and channel tags. I 
want you to only reply with the keywords and nothing else. Note that the metadata and 
channel tags may be empty or may provide no additional information.
The description is “I can see a man standing in front of a whiteboard with a sign that says "I 
am here." He is wearing a white shirt and jeans. The sign is hanging on the wall, and there 
are several objects in the room such as a blue couch, a black and white picture frame, and a 
black and white laptop. There are also some books on a bookshelf and a small brown chair 
in the background. The man is standing with his hands on his hips and looking at the 
whiteboard.”.
The metadata is “Did you get them right? #english #learnon #englishgrammar”.
The channel tags are “love, tiktok, transmission”.
Your answer is:

Prompt

Education, Daily Life
GPT-4

(a)

ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ ꞏꞏꞏ

Keyword Generation

I will give you the description, metadata, and channel tags of a TikTok video. I will give you a 
pool of keywords: Singing and Dancing, Comedy, Sports, Anime and Comics, Relationship, 
Shows, Lipsync, Daily Life, Beauty Care, Games, Society, Outfit, Cars, Food, Animals, 
Family, Drama, Fitness and Health, Education, Technology. I want you to select keywords 
related to the video from this pool based on the description, metadata, and channel tags. I 
want you to only reply with the keywords and nothing else. Note that the metadata and 
channel tags may be empty or may provide no additional information.
The description is “In this video, I see a black car in a city with red and blue signs and flags, 
as well as a sign with text. There is also a person in the car, and the car is parked in the 
snow. In the background, there is a black and white picture of a car. The video also shows a 
person driving a car, as well as a car driving on the road in the snow. Additionally, there are 
signs with text on them, such as "Quarantine" and "Stop." The video also includes 
descriptions of the objects and people in the scene, including a black and white dress, a 
person's shoes, and a red coat. Overall, the video is showing a person driving a car in a 
snowy city with red and blue signs and flags, as well as a picture of a car in the 
background.”.
The metadata is “#deutschland #meme #russland #lustig #spass #ru__de #auto ”.
The channel tags are “car-memes”.
Your answer is:

Prompt

Cars, Comedy, Society
GPT-4

(b)

Figure 13: Examples of generating keywords using GPT-
4, LLM-generated descriptions, user-defined metadata, and
channel tags.


